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Abstract

We change a previous time-stepping algorithm for solving a multi-scale Vlasov-

Poisson system within a Particle-In-Cell method, in order to do accurate long time

simulations. As an exponential integrator, the new scheme allows to use large time

steps compared to the size of oscillations in the solution.

1 Introduction

In this paper, we improve the time numerical scheme introduced in [3], in order to make
long time simulation of the following Vlasov equation
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fε(0, r, v) = f0 (r, v) ,
(1.1)

where 0 < ε� 1, fε = fε(r, v, t) is the distribution function, f0 is given, and − r
ε + Eε(r, t)

corresponds to the electric �eld. The di�culty in the numerical solution of this equation lies
mainly in the multi-scale aspect due to the small parameter ε.

The main application will be the case when the electric �eld Eε is obtained by solving
the Poisson equation. We will thus have to solve the following nonlinear system of equations
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∫
R
fε (t, r, v) dv,

fε(0, r, v) = f0 (r, v) .

(1.2)

This simpli�ed model of the full Vlasov-Maxwell system is particularly adapted to the study
of long and thin beams of charged particles within the paraxial approximation assuming
that the beam is axisymmetric (see [4] and the references therein).

∗Université Bretagne-Sud, UMR 6205, LMBA, F-56000 Vannes, France & Inria Nancy-Grand Est,
TONUS Project
†Inria Nancy-Grand Est, TONUS Project & IRMA (UMR CNRS 7501), Université de Strasbourg, France
‡IRMA (UMR CNRS 7501), Université de Strasbourg, 7 rue René Descartes, F-67084 Strasbourg Cedex,

France & Inria Nancy-Grand Est, TONUS Project

1



We will also test our scheme when

Eε(r, t) = −r3. (1.3)

As in [3], we solve numerically the Vlasov equation by a particle method, which consists
in approximating the distribution function by a �nite number of macroparticles (see [1]).
The trajectories of these particles are computed from the characteristic curves of the Vlasov
equation, whereas the term Eε is computed, when obtained from the Poisson equation,
on a mesh in the physical space. The contribution of this work is to improve the time
numerical scheme proposed in [3], for solving in long times the sti� characteristics associated
to equation (1.1) 

dR

dt
=
V

ε
,

dV

dt
= −R

ε
+ Eε(R, t),

(1.4)

provided with the initial conditions R(0) = r, V (0) = v. We note that when Eε is given by
(1.3), solving (1.4) reduces to solve the undamped and undriven Du�ng equation

R′′ (t) +
R(t)

ε2
+
R3(t)

ε
= 0 (1.5)

with initial conditions R(0) = r, R′(0) = v/ε.
The solution of (1.1) is represented by a beam of particles in phase space moving along

the characteristics curves (1.4). When the electric �eld Eε is zero the beam rotate around
the origin with period 2πε. Otherwise, the dynamical system (1.4) can be viewed as a
perturbation of the system obtained when the electric �eld is zero (see [7]). When the
electric �eld Eε is obtained by solving the Poisson equation or if it is given by (1.3), the
beam evolves by rotating around the origin in the phase space, and in long times a bunch
forms around the center of the beam from which �laments of particles are going out. Classical
explicit numerical methods require very small time step in order to capture the fast rotation.
Consequently, long time simulations are very tedious.

In [3] the authors introduced a new explicit scheme based on Exponential Time Di�er-
encing (ETD) integrators (see [2] and [6]). The idea of the algorithm was the following: �rst,
for each macroparticle as initial condition, we solve the ODE in (1.4) over some fast (i.e.
of order ε) time by using a 4th order Runge-Kutta solver. The fast time is the same for all
the macroparticles. Then, by means of the variation-of-constants formula we compute an
approximation of the solution over a large whole number of fast times. Thus, this scheme
(recalled in Algorithm 2.1) allows to take time steps ∆t varying from 0.1 to 1 and therefore,
when ε varies from 10−5 to 10−2, the numerical gain increases from 3 to 105 when compare
the scheme to a reference solution. In addition, for short time simulation (t = 3.5) the
results are quite precise (the numerical error is about 10−3 knowing that the beam is of
size 1). For time of simulation less than 30, this ETD method still gives good qualitative
behaviors. Nevertheless, it fails to capture precisely the �lamentation phenomena leading
even to unstable simulation in long times.

In this paper we improve the time-stepping method following a simple idea. The fast
time in the above description of the algorithm was chosen in [3] to be the mean of all the
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numerically computed periods for the particle trajectories. The authors remarked that this
choice gives better results than using 2πε. The algorithm that we propose now is to not use
a �xed value for the fast time, but to push each particle with its period. This means that
the �rst step should consist in solving the ODE starting from each particle over di�erent fast
times (the particles computed periods). However, implementing this simple idea turns out
to be not so easy and in addition asks for changing the order of the steps in the algorithm.
We detail this problem in Section 3. Our simulations show that using precise periods for
each particle and at each macroscopic time step results in a more accurate ETD scheme
in long times. In addition, by following the proof lines in [3], we show formally that the
algorithm is still an approximation when using any value for the fast time. We recall that in
[3], the authors justi�ed the algorithm when using only 2πε as fast time. From now on we
will use the incorrect term period to indicate the time that a particle take to do a complete
tour in the phase space.

The remainder of the paper is organized as follows. In Section 2 we brie�y recall the
ETD scheme introduced in [3] and we do long time simulation. Then, Section 3 is devoted
to the improvement of the method. Eventually, in Section 4, we implement and test the new
algorithm on the Vlasov equation in the two cases of electric �eld.

2 Long time simulation of the exponential integrator

We �rst recall the exponential integrator introduced in [3] for solving e�ciently in short times
the Vlasov equation. Then, we discuss the long time simulations done with this algorithm
in the case of Eε given by (1.3), in Section 2.2 and in the Vlasov-Poisson case in Section 2.3.

2.1 The previous exponential integrator for the Particle-In-Cell method

The time-stepping scheme that we describe in this section for solving the Vlasov equation
(1.1) is proposed in the framework of a Particle-In-Cell method (PIC). A PIC method (see
[1]) consists in approximating the distribution function fε, solution of (1.1), by a cloud of
macroparticles (Ri, Vi)i∈{1,...,Np} (each one of them stands for a set of physical particles) of
weight ωi advanced along the characteristics curves (1.4). In other words we will approach
the distribution function by a sum of Dirac masses centered at the macroparticles positions
and velocities

fε(r, v, t) ≈
Np∑
i=1

ωiδ (r −Ri(t)) δ (v − Vi(t)) . (2.1)

The weights are chosen such that

Np∑
i=1

ωi =

∫
R2

f0(r, v) drdv, (2.2)

and the particles are initialized according to the probability density associated with f0.
The aim of the exponential integrator introduced in [3] is to solve (1.4) by using big time

steps with respect to the typical period of oscillation, which is about 2πε. Now, we recall
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the main ideas of this algorithm. For simplicity we denote by y the characteristics, i.e.

y =

(
R
V

)
. (2.3)

Under the assumption

for all n

∫ tn+N ·2πε

tn

R(τ)

(
0

Eε(τ,R(τ))

)
dτ ≈ N ·

∫ tn+2πε

tn

R(τ)

(
0

Eε(τ,R(τ))

)
dτ,

(2.4)
where R is some 2πε-periodic rotation in the phase space, the authors derived the following
scheme. Fix a time step ∆t� 2πε and determine the unique integer N and the unique real
o such that {

∆t = N · 2πε+ o,

0 ≤ o < 2πε.
(2.5)

For each macroparticle yi (denoted by y for simplicity) apply

Algorithm 2.1. Assume that yn the solution of (1.4) at time tn is given.

1. Compute y (tn + 2πε) by using a �ne Runge-Kutta solver with initial condition yn.

2. Compute y (tn +N · 2πε) by the rule

y (tn +N · 2πε) = yn +N
(
y (tn + 2πε)− yn

)
(2.6)

3. Compute y at time tn+1 by using a �ne Runge-Kutta solver with initial condition
y(tn +N · 2πε), obtained at the previous step.

�
�

�
���

�
�
�� ������

�
����

Remark 2.2. Hypothesis (2.4) is satis�ed if the time to make one rapid complete tour (in the
phase space) is quasi constant and close to 2πε and if τ 7→ Eε(τ,y(τ)) is about 2πε-periodic.

This simple algorithm was formally proved in [3] to provide an approximation of the
solution under the assumption in (2.4). The capability of the scheme relies on the following.
When the solution is periodic, say y(tn + 2πε) = yn, the second step of the algorithm
reduces to an exact statement. Otherwise, it can happen that ‖y(t)‖2 =

√
R(t)2 + V (t)2

vary slowly in time, typically when the electric �eld is given by the Poisson equation (see
[7]). In this case, the scheme allows to capture the small variations of the amplitude of y
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since it solves them during the �rst step. Nevertheless, it should be noted that the algorithm
works provided that these variations do not change considerably during the second step.

Therefore, our aim now is to improve the algorithm in order to be able to capture also
the small variations of the period. This viewpoint was outlined in [3]. More precisely, the
authors noticed that the results are much better, especially in the Vlasov-Poisson case, when
replacing 2πε in Algorithm 2.1 by the mean of the particles times to make the �rst complete
tour. The so-obtained scheme was called the modi�ed ETD algorithm. However, as we will
see in the next two sections, this scheme still needs to be improved in order to do accurate
long time simulations. The idea is that using a more accurate period when pushing particles
leads to better results.

2.2 Application to long time simulation of the undamped and undriven

Du�ng equation

In this section we consider the Vlasov equation (1.1) provided with the electric �eld given
by (1.3) and with the initial condition (see [4])

f0(r, v) =
n0√
2πvth

exp

(
− v2

2v2th

)
χ[−0.75,0.75](r), (2.7)

where the thermal velocity is vth = 0.0727518214392 and χ[−0.75,0.75](r) = 1 if r ∈ [−0.75, 0.75]
and 0 otherwise. In the particle approximation, we implement this distribution function with
Np = 20000 macroparticles and equal weights wi = 1/Np. Moreover, this initial condition
will be used all along this work.

The time to make one rapid complete tour in the phase space depends only on the initial
condition. It is actually constant in time and it corresponds to the period of the trajectory
(see the appendix). The repartition of the periods with respect to the initial condition in
(2.7) is given in Fig. 1. These values are computed with a �ne RK4 solver and they are in
accordance with formula (A.8) in the appendix. Notice that the periods are very close to
2πε, they belong to (2πε− 1.5ε2, 2πε).

Figure 1: In red the computed periods with respect to the initial positions (at left) and to
the initial velocities (at right). The case of Eε = −r3 with ε = 0.01. In blue the mean of
the periods, in green the 2πε value.
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Now we compare the modi�ed ETD scheme with a reference solution, obtained by solving
(1.4) with explicit 4th order Runge-Kutta scheme with small time step. The solution in the
phase space (R, V ) at di�erent large times, obtained with ε = 0.01, is illustrated in Fig. 2.

Figure 2: The case of Eε = −r3 with ε = 0.01. In green: the reference solution obtained
with a Runge-Kutta algorithm with time step ∆t = 2πε/100. In red: the result of the
modi�ed ETD scheme with time step ∆t = 0.5. The �nal times are, from left to right and
from top to bottom t = 10, 20, 30 and 40.

We notice that beyond t = 30 the errors become signi�cant. Next, we try to explain
the reasons. Imagining a position (or velocity) trajectory in time being sinusoid-like, it is
easy to see that a particle for which the period is underestimated (by the mean period) will
drift inward in the phase space when applying the second step of the algorithm. When the
period is overestimated, the particle will clearly drift outward. In addition, with the same
approximation of the periods, larger is the amplitude of the sinusoid, bigger is the error made
by the third step of the modi�ed ETD scheme (see Fig. 3). Consequently, all the particles
close to (0, 0) in the phase space are well treated by the algorithm, while the particles far
from the center of the beam accumulate signi�cant error in time. This behaviour was noticed
in reference [3] in short time simulation, in terms of errors for particles o� or on the slow
manifold.
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Figure 3: In green : the amplitude of the exact solution is 0.5 and the period is 2πε. In
blue the solution obtained with the ETD Scheme with a period 2πε− 15ε2. In orange : the
amplitude of the exact solution is 1.5 and the period is 2πε. In purple the solution obtained
with the ETD Scheme with a period 2πε− 15ε2.

2.3 Application to long time simulation of the Vlasov-Poisson test case

In this section we consider the Vlasov-Poisson equation (1.2) provided with the initial con-
dition (2.7). The calculus done in the appendix for computing periods is now di�cult to
achieve. Therefore, in this case, we compute the time to make one fast tour by using a �ne
RK4 solver. The Poisson equation is simply solved by means of the trapezoidal formula
for the integral in r, with 256 cells. As in the previous section, the fast time depends on
the initial condition but in addition, it changes slowly in time. The same happens for the
amplitude ‖y (t)‖2 =

√
R(t)2 + V (t)2, see Figs. 5 and 6.

The comparison between the modi�ed ETD scheme and a reference solution obtained
with explicit 4th order Runge-Kutta scheme with small time step is summarized in Fig. 7.
We see from Figs. 2 and 7 that the dynamics and/or the �lamentation in the Vlasov-Poisson
case is slower than that in the case of Eε given by (1.3). Certainly, this is because of bigger
particle periods (compare Figs. 1 and 4)

Now, we can recall the discussion from the previous section about the consequences of
using approximated period within the second and the third steps of the algorithm. However,
in this Vlasov-Poisson case, the periods distribution is more complicated and thus, it seems
more di�cult to clearly state how the approximation in�uences long time simulation. We
only remark the following. The error done for particles at the extremities of the beam is
less signi�cant than in the previous Vlasov case. The reason is that the mean of the initial
periods is very close to the periods of the particles far from the center of the beam (see Figs.
4 and 5). As for those close to the center (0, 0), we can see in Fig. 7 that particles slightly
drifting both outward and inward are present, as expected from Fig. 4.

Therefore, in the next section we will compute at each time step the period of each
particle, in order to take into account this slow evolution of the periods distribution. We
recall that the slow evolution of the amplitudes is considered when applying the �rst step
of the algorithm.
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Figure 4: In blue the computed periods with respect to the initial positions, in the Vlasov-
Poisson case with ε = 0.01. In red the mean of the periods, in green the 2πε value.

3 The new time-stepping scheme

In this section, we change Algorithm 2.1 by improving the approximation of each particle's
time to make one rapid complete tour. More precisely, within the �rst step, instead of
solving the ODE (1.4) during some �xed fast time for all the particles, we will push each
particle with its own fast time. Unfortunately, implementing this idea in Algorithm 2.1
will not work in the Vlasov-Poisson case. The reason is the following. Suppose that we
have the particles (yi)i∈{1,...,Np} and their computed periods (Ti)i∈{1,...,Np} at time tn. First,
we �nely solve the ODE with each particle as initial condition, during di�erent times (the
Tis), paying attention to push enough in time (the maximum period) all the particles in
order to calculate the correct self-consistent electric �eld. Then, applying the second step of
Algorithm 2.1 with the corresponding Ni will lead to particles at di�erent times tn +Ni Ti.
Now, it is impossible to apply correctly the third step of the algorithm, because the particles
arrived at the minimum of

(
tn + Ni Ti

)
i∈{1,...,Np} can not be pushed with the right electric

�eld since all the particles are not available at that time. This problem is solved by changing
the steps of the algorithm, as it is described below, in Algorithm 3.4.

Firstly, note that dynamical system (1.4) can be rewritten as

y′ (t) =
1

ε
My (t) +Lε (t,y (t)) , (3.1)

where y is de�ned by (2.3) and M and Lε are given by

M =

(
0 1
−1 0

)
and Lε =

(
0
Eε

)
. (3.2)
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Figure 5: The periods distribution with respect to the initial periods (in blue) at times
t = 5, 10, 15, and 20. The Vlasov-Poisson case with ε = 0.01.

Let T be a positive real number which is intended to be close to 2π and let r (τ) be the
matrix de�ned by

r (τ) =

(
cos
(
2π
T τ
)

sin
(
2π
T τ
)

− sin
(
2π
T τ
)

cos
(
2π
T τ
) ) , (3.3)

which is a T -periodic function. Then we compute

d

dτ

(
r
(
−τ
ε

)
y (τ)

)
=

2π

εT
r
(
−τ
ε

)
My (τ) + r

(
−τ
ε

)(1

ε
My (t) +Lε (τ,y (τ))

)
= r

(
−τ
ε

)
Lε (τ,y (τ)) +

(
1− 2π

T

)
1

ε
r
(
−τ
ε

)
My (τ)

= r
(
−τ
ε

)
βε (τ,y (τ)) , (3.4)

where

βε (τ,y (τ)) = Lε (τ,y (τ)) +

(
1− 2π

T

)
1

ε
My (τ) . (3.5)

Integrating (3.4) between s and t with s < t thus leads to

y (t) = r

(
t− s
ε

)
y (s) + r

(
t− s
ε

)∫ t

s
r

(
s− τ
ε

)
βε (τ,y (τ)) dτ. (3.6)
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Figure 6: The modulus ‖(R (t) , V (t))‖2 with respect to the initial modulus (in blue) at
times t = 5, 10, 15, and 20. The Vlasov-Poisson case with ε = 0.01.

Now we establish the time-stepping scheme. We write equation (3.6) with s = tn and
t = tn+1 = tn + ∆t in order to specify how the solution is computed at time tn+1 from its
known value at time tn. Thus, for each particle of the beam we are faced with the numerical
computation of the integral from tn to tn+1 involved in the right hand side of (3.6). Sub-
sequently, we denote by yi the particle satisfying equation (3.1) provided with the initial
condition yni . We denote by Tni the time to make the �rst rapid complete tour starting at
tn. This time is computed numerically.

Since we want to build a scheme with a time step ∆t much larger than the fast oscillation,
we �rst need to �nd the unique positive integers Nn

i and the unique reals oni ∈ [0, Tni ) such
that

∆t = Nn
i T

n
i + oni . (3.7)

The derivation of the scheme, Algorithm 3.4, is based on the following approximation.

Approximation 3.1. We have for any i ∈ {1, . . . , Np}∫ t+Nn
i T

n
i

t
rni

(
t− τ
ε

)
βε (τ,yi (τ)) dτ ≈ Nn

i

∫ t+Tn
i

t
rni

(
t− τ
ε

)
βε (τ,yi (τ)) dτ (3.8)

where t = tn + oni and rni corresponds to the matrix in (3.3) with T = Tni /ε.
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Figure 7: Vlasov-Poisson test case with ε = 0.01. In red: the reference solution obtained
with a Runge-Kutta algorithm with time step ∆t = 2πε/100. In green: the result of the
modi�ed ETD scheme with time step ∆t = 0.5. The �nal times are, from left to right and
from top to bottom: t = 5, 10, 30 and 60.

Remark 3.2. Approximation 3.1 is valid if we make the assumptions that the times for all
particles to do the �rst rapid tour starting from t evolve slowly in time and that the particle
and the electric �eld evaluated at the particle position are quasi-periodic in time (with a
period close to the time to make the �rst rapid complete tour).

Lemma 3.3. Under Approximation 3.1 we obtain for any i ∈ {1, . . . , Np} and any time tn

yi(tn+1) ≈ yi(tn + oni ) +Nn
i

(
yi(tn + oni + Tni )− yi(tn + oni )

)
, (3.9)

where yi is the solution to equation (3.1) with a given initial condition yi(tn) = yni .

Proof. Writing the variation-of-constants formula from s = tn to t = tn+1 and recalling (3.7)
we obtain the following exact scheme

yi(tn+1) = rni

(
oni
ε

)
yni +

∫ tn+1

tn

rni

(
tn + oni − τ

ε

)
βε (τ,yi (τ)) dτ (3.10)

since rni (Nn
i T

n
i /ε) is the identity matrix. Then, we decompose the integral term in (3.10)

into a sum between I1 and I2 where

I1 =

∫ tn+oni

tn

rni

(
tn + oni − τ

ε

)
βεdτ and I2 =

∫ tn+1

tn+oni

rni

(
tn + oni − τ

ε

)
βεdτ. (3.11)
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Applying formula (3.6) with s = tn, t = tn + oni and r = rni we obtain

yi (tn + oni ) = rni

(
oni
ε

)
yni + rni

(
oni
ε

)∫ tn+oni

tn

ri

(
tn − τ
ε

)
βε (τ,yi (τ)) dτ

and therefore we have

I1 = yi (tn + oni )− rni
(
oni
ε

)
yni . (3.12)

As for I2, under Approximation 3.1 we obtain

I2 ≈ Nn
i J, where J =

∫ tn+oni +T
n
i

tn+oni

rni

(
tn + oni − τ

ε

)
βε (τ,yi (τ)) dτ. (3.13)

Applying again formula (3.6) with s = tn + oni , t = tn + oni + Tni and r = rni yields

yi (tn + oni + Tni ) = yi (tn + oni ) + J,

since rni (Tni /ε) is the identity matrix. Thus

I2 ≈ Nn
i

(
yi (tn + oni + Tni )− yi (tn + oni )

)
. (3.14)

Injecting (3.12) and (3.14) in (3.10) we obtain (3.9).

Using Lemma 3.3, we deduce the following algorithm to compute yn+1
i from yni .

Algorithm 3.4. Assume that for each i ∈ {1, . . . , Np} the solution yni of (3.1) at time tn
is given.

1. Compute from (yni )i∈{1,...,Np} the periods (Tni )i∈{1,...,Np} at time tn.

2. For each i ∈ {1, . . . , Np} compute the unique positive integers Nn
i and the unique reals

oni ∈ [0, Tni ) such that
∆t = Nn

i T
n
i + oni . (3.15)

3. For each i ∈ {1, . . . , Np} compute yi(tn + oni ) and yi(tn + oni + Tni ) by using a �ne
Runge-Kutta solver with initial condition yni .

4. For each i ∈ {1, . . . , Np} compute an approximation of yi(tn+1) thanks to

yn+1
i = yi(tn + oni ) +Ni

(
yi(tn + oni + Tni )− yi(tn + oni )

)
. (3.16)

Remark 3.5. As in [3], the way to compute the (Tni )i from (yni )i is the following. First, we
solve the characteristics of equation (1.4) with a time step (∆t)RK = 2πε/100, for all initial
conditions yni until all the particles reach their trajectory's third extremum. The criterion
for �nding these extrema is the velocity's change of sign. We then state that each particle's
period is the time interval between the �rst and the third extremum.

Remark 3.6. The time step (∆t)RK chosen in the third step of the algorithm is 2πε/100. It
is easy to see that the reals (tn + oni )i and (tn + oni +Tni )i are located on a few cells of length
(∆t)RK. Thus, we approximate the values yi(tn + oni ) and yi(tn + oni + Tni ) by quadratic
interpolations.
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4 Numerical simulations

We now do long time simulations with the improved ETD scheme (Algorithm 3.4) in the
two cases of Vlasov equation. The results show that the new scheme works in long times
while the modi�ed ETD scheme becomes unstable. We can observe the idea underlined
from the begining of the paper: using all along the simulation accurate approximations of
each particle period leads to very accurate solutions. Thus, we note that the numerical
solutions in the �rst case (Section 4.1) are excellent since very precise values for the periods
are available and in addition they do not change in time. On the contrary, in the Vlasov-
Poisson case the periods are numerically approximated at several levels and therefore the
scheme does not perform as well as in the �rst case.

4.1 Long time simulation of the undamped and undriven Du�ng equation

In this section we consider the Vlasov equation (1.1) provided with the electric �eld given
by (1.3) and with the initial condition (2.7). We recall that we use 20000 macroparticles
with equal weights. The results obtained with ε = 0.001 are summarized in Fig. 8: we
compare the outcome of the algorithm with a macroscopic time step ∆t = 0.5 to a reference
solution computed with a small time step, 2πε/100. As already mentioned in Section 2.2
(see also the appendix), the particles moving according to (1.4) with given Eε, have periodic
trajectories and the periods depend only on the initial conditions. We observe on Fig. 8 that
both the �lamentation phenomena and the fast rotation are well treated by the improved
ETD scheme. Notice also that when ε = 0.001, the integers Nn

i are about 80 meaning that
the new ETD scheme is about 80 times faster than the reference solution. Similar results
are obtained when using a time step ∆t = 1.

4.2 Long time simulation of the Vlasov-Poisson test case

In this section we consider the Vlasov-Poisson equation (1.2) provided with the initial condi-
tion (2.7). The Poisson equation is solved as mentioned in Section 2.3. The results obtained
with ε = 0.001 are summarized in Fig. 7. In this case the time to make one rapid complete
tour evolves slowly in time. Since the evolution (in time) of the time to make a fast com-
plete tour is slow, the approximations made in Algorithm 3.4 lead to accurate results. In
particular the particles at the extremities of the beam are well treated by the improved ETD
scheme. Notice that, as in Section 4.2, the improved ETD scheme is about 80 times faster
than the reference solution. Similar results are obtained when using a time step ∆t = 1.
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A Appendix: Periods calculus for an undamped and undriven

Du�ng equation

Let ε > 0 be some small parameter. The solution to the following Du�ng-type equationR′′ +
1

ε2
R+

1

ε
R3 = 0

R(0) = r0, R
′(0) = v0/ε

(A.1)

can be written by using Jacobi elliptic functions. In this appendix we obtain by elementary
calculus (see [5]), an approximated value of order 3 in ε for the period of the solution. In
particular, we obtain explicitly how the period T depend on the initial condition (r0, v0).

The orbits of the solutions are level curves of the Hamiltonian function

H(R, V ) =
R2 + ε2V 2

2ε2
+
R4

4ε
,

where V stands for R′. As in Chapter V of reference [5], we denote the restoring force
associated to the hard spring described by equation (A.1) by

g(R) =
1

ε2
R+

1

ε
R3

and by G(R) =
R2

2ε2
+
R4

4ε
the potential energy. Since the function G has an absolute

minimum in (0, 0) and no other critical point, all orbits are periodic. In addition, the closed
orbit of a periodic solution is symmetric with respect to the R-axis and intersect it at two
points, (a, 0) and (b, 0), with a < b. Taking into account that the function g is odd, we
have a = −b and �nally, we can determine an implicit formula for the period of the solution
whose orbit intersect the R-axis in (b, 0):

T = 4

∫ b

0

1√
2h− 2G(R)

dR, (A.2)

where h is the value of the Hamiltonian on the solution of system (A.1)

h = G(b) = H(r0, v0). (A.3)

Replacing h in (A.2), we obtain

T = 4ε

∫ 1

0

1√
1−R2 + b2ε

2 (1−R4)
dR. (A.4)

Then, solving equation (A.3) for b gives

b =

√
1

ε

(√
1 + 2ε(r20 + v20) + ε2r40 − 1

)
, (A.5)
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which by Taylor expansion (recall ε� 1) results in

b2ε = (r20 + v20)ε+
r40 − (r20 + v20)2

2
ε2 +O(ε3). (A.6)

Therefore, the parameter α = b2ε
2 is small when ε� 1. Thus, by Taylor expanding to second

order the function

α 7→ 1√
1−R2 + α(1−R4)

for each R, we obtain the following approximation to the period

T = 2πε− 3π

4
b2ε2 +

57π

128
b4ε3 +O(ε4). (A.7)

By injecting (A.6) in (A.7), we �nally obtain

T = 2πε− 3π

4
(r20 + v20)ε2

+

(
105π

128
(r20 + v20)2 − 3π

8
r40

)
ε3

+O(ε4). (A.8)
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Figure 8: The case of Eε = −r3 with ε = 0.001. In green: the reference solution. In red: the
solution obtained with the modi�ed ETD scheme (left) and with the improved ETD scheme
(right). From top to bottom : t = 10, t = 20, t = 30 and t = 37. The time step used for
the ETD schemes is ∆t = 0.5.
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Figure 9: Vlasov-Poisson test case with ε = 0.001. In red: the reference solution. In green:
the solution obtained with the modi�ed ETD scheme (left) and with the improved ETD
scheme (right). From top to bottom : t = 15, t = 30, t = 45 and t = 60. The time step
used for the ETD schemes is ∆t = 0.5.
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